Introducing sailboats into ship routing system VISIR
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Abstract—A prototype of sailboat routing system for least-time navigation is presented. The routing algorithm is based on an exact graph-search method, not requiring subjective optimization parameters. The temporal variation of wind fields during the sailing time is accounted for. The system also considers topological constraints such as coastline and shallow waters. The sailboat is modeled in terms of its polar plot. Wind forecasts from multiple providers are accepted as an input. Case studies show that the algorithm consistently computes realistic, jibbing, and other route diversions functional to the maximum exploitation of the sailboat performance, as provided through its polar plot. The present version of the system targets races with path lengths in the range of tens of nautical miles or more.

I. INTRODUCTION

Sailing has been traditionally linked to extensive cumulative experience, deserving also the denomination of an "art" [1]. This is nowadays still true, given the spatial and temporal variability of meteorological and oceanographic conditions and the complexity of the interaction between environment and sailboat, a consequence of the large number of degrees of freedom of the latter. However, computer-assisted decision making has been acquiring increasing weight in sailing practice for decades, due to its great potential in optimizing performance. Most active are the applications for yacht races [2], [3] and autonomous sailing vessels [4], [5], [6]. An algorithm for routing of an autonomous sailboat is proposed in [4]. It is meant for short sailing in limited environments, such as lakes, where wind forecast are not existing and obstacles are not relevant. The algorithm is based on a local optimization of sailboat course, to the end of maximizing the component of velocity towards the target. In order to deal with sudden changes of wind, the width of the route corridor is constrained. The same local-optimal algorithm is part of the method by [5]. Therefor, a simplex algorithm is used, requiring the user to set the number of intermediate waypoints of the route. A second parameter controls how far from a given waypoint the route is allowed to vary. A potential field approach is used in [6], again for small robot sailboats. The potential field has the purpose of attracting the sailboat towards the target, while reproducing boat kinematics. The gradients of each of the potential components are free parameters of the method. Several commercial softwares for sailboat routing employ the isochrones method, posing however limitations in dealing with landmasses, especially in vicinity of narrow straits [7]. Our aim in this paper is to outline a coast-aware, globally optimal method for least-time sailboat routing, without making use of heuristics or subjective parameters. Furthermore, the method should be able to employ dynamic information from the forecast fields. The resulting model is designed to augment the functionalities of an already operational routing system for motorboats.

II. ROUTING ALGORITHM

We further define the scope of our algorithm by assigning the position of a departure and an arrival mark. Also, departure time is assumed to be given, neglecting all manoeuvring needed for getting at the start line at the optimal time (see [3] for this issue). Finally, the system must work also in the coastal environment, keeping into account both the existence of obstacles (landmass) and a limited Under Keel Clearance (UKC) in shallow waters. The system must be general enough for ingesting various types of environmental forecast fields, at least wind forecast, but possibly extension to use of sea currents should be allowed. The temporal evolution of the fields should be fully exploited, as the trip or the race may last longer than the time-scale for changes of the environmental fields.

A. Graphs

In order to cope with such requirements, a graph-search algorithm is employed. A graph is a discretization of space into nodes, whereby some nodes are linked to each other. The links, or edges, define the possibility for a material point moving on the graph to travel from one node to the other. The generalized cost (e.g. elapsed time or economic expenditure) associated with such displacement is called edge weight. In a directed graph, edge weight also depends on the traveling direction [8]. We build a directed graph with nodes on a regular grid in Lat/Lon coordinates with spacing 1/60°, or about 1 NM (Nautical Mile) along the meridional (North-South) direction. Thus, races with path lengths of at least several tens of NM are within the scope of the system. Furthermore, we consider edges from each node to its first and second neighbours on the grid: This arrangement leads to an angular resolution of about 27° [9]. For speeding up the computational time of accessing edges, the graph is represented through a forward star data structure [10]. Optimal paths on a graph minimize or maximize the sum of edge weights along the path. There are both exact and heuristics-based methods for determining such optimal paths. We here employ an exact method due to Dijkstra [11], that guarantees the global optimality of the computed path.

B. Dynamic fields

The edge weight we compute is the time needed for traversing the edge, also called "edge delay". In presence of
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dynamic environmental fields, edge delay explicitly depends on time. It can be shown that this fact results in the intuitive strategy of traversing an edge as soon as getting at one of its nodes - or First-In-First-Out (FIFO) strategy - not being always optimal and waiting times being sometimes necessary [12]. However, if edge delays do not decrease too quickly, a FIFO strategy is still optimal. Actually, the critical condition for FIFO regime: “edge delay never decreasing at a rate exceeding 100%” [12]. We make the assumption (and control it) that such rate indeed is never exceeded by the graph edges. A more sophisticated algorithmic treatment, beyond the scope of the present paper, would be required whenever this is not the case, e.g. [13]. Therefore, we evaluate edge delays at the earliest time the edge is considered by the algorithm. Such a dynamic optimization, under the above mentioned hypothesis, has exactly the same computational complexity of a static optimization, whereby edge delays are constant in time [12].

C. Topological constraints

In order to obtain sailboat routes compliant with the topological requirements mentioned in Sect.I, the following approach is adopted. Edges intersecting or being tangent to the coastline are preliminary removed from the graph. Then, once the actual sailboat class is specified, the remaining edges are further screened for the condition that $U K C = z - T > 0$, where $z$ is mean sea depth along a given edge and $T$ is the sail-class-specific draught. The procedure is fully equivalent to the one for the computation of the “safeogram”, illustrated in [9]. Finally, the route optimization algorithm (Dijkstra) is run on the graph subset containing just topologically safe edges. Both coastline and bathymetry are parts of NOAA datasets: [14], [15].

III. Sailboat Modelling

Modelling of the sailboat performance is challenging. Hydrodynamic modelling of hull-water interaction has to be combined with sail aerodynamics and stability constraints. Numerical models accounting for these effects are called in sailboat jargon Velocity Prediction Programs (VPPs). [16]. In VPPs many dynamical aspects are parameterized, based on towing tank and wind tunnel measurements [17]. The typical output of a VPP is a sailboat response function, usually plotted in the form of a polar plot as sustained sailboat speed vs. point of sail, for various values of wind intensity. There are 2 alternative viewpoints for representing this information: the moving sailboat and a stationary observer on the land. Adopting the latter, the angle between sailboat course and wind direction or True Wind Angle (TWA) and the True Wind Speed (TWS) are considered. These are the independent variables in the plots of Fig.1a-d. Sustained speed is non-null even for some upwind directions, thanks to the lift on the sail. However, for closer and closer hauled sailing points (TWA $\approx 30^\circ$), a no-go zone is reached, whereby no upwind motion is possible. For an introduction to these topics, see [18]. The most performing point of sail depends on the projection $\cos{(\text{TWA})}$ of boat speed on the upward or downwind direction. Optimal values of each “Velocity Made Good” (VMG) are shown in Fig.1a-e for different TWS. While a polar plot tends to highlight the angular dependence on sailboat response function, the nonlinear dependence on TWS is more easily recognized via plots such as those of Fig.1(b,d). Furthermore, the wind force results in a heeling moment on the sailboat, eventually causing a leeeway drift. This information is sometimes present in a polar plot [19]. Typical leeeway angle is usually much smaller (0-6 deg) than the minimum angle resolved in the graph used in this work ($\approx 27$ deg, see Sect.II). Thus, it is not critical for our application to neglect it, as we do. Other approximations here done include: not accounting for ocean currents and tidal currents (they could play a role in presence of weak wind), neglecting beat tack time (a few seconds vs. typical route duration gains in range of minutes, see Tab.II), use of a fixed sail/polar plot.

IV. Wind forecast data

The sailboat mast can be as high as two times the hull length. Thus, the wind shear (intensity and directional variation) between boom and masthead height may be noticeable. This effect (twist) is neglected in this paper and the routing system is fed through wind forecast fields at 10m height. Relevant features of the forecast fields used are discussed below.

A. Forecast models

In this paper we employ 10m wind forecast from IFS model (Cy40r1) operated by the European Centre for Medium-Range Weather Forecasts (ECMWF) [21] and 10m wind forecast from COSMO-ME model operated by Centro Nazionale di Meteorologia e Climatologia Aeronomatica (CNRCA) [24]. COSMO-ME receives IFS model outputs as lateral boundary conditions. For both models, we consider forecast fields relative to the analysis carried out at 12:00 UTC. Both forecast model outputs are available with 3-hourly resolution for the first 3 days after the analysis. IFS forecast fields at 2 different horizontal resolutions, 1/4° (15 NM) and 1/8° (7.5 NM), and COSMO-ME at the resolution of 1/16° (3.75 NM) are used in this work.

B. Forecast verification

IFS products undergo routine verification vs. observations [25]. In particular, IFS 10m wind over ocean showed in the period September 2012 - August 2013 a scatter index (standard deviation of error normalized by the mean observed value) between 15% and 50% during the first 3 days after analysis. Wavenumber spectral analysis shows that ECMWF model undermines synoptic and mesoscale wind intensity vs. altimeter observations, see [27] for Mediterranean Sea data. For COSMO-ME some information about verification is available on [26]. Using 2011-2012 observations, a mean absolute error below 1 kts and a root mean square error below 1.5 kts are found. These error metrics are rather independent of forecast step and are comparable if not better than IFS scores on the same stations.

<table>
<thead>
<tr>
<th>CLASS</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>F16</td>
<td>Draft</td>
<td>T</td>
<td>2.1</td>
<td>m</td>
<td>[21]</td>
</tr>
<tr>
<td>L24</td>
<td>Length</td>
<td>L</td>
<td>1.2</td>
<td>m</td>
<td>[22]</td>
</tr>
<tr>
<td>Length over all</td>
<td>L</td>
<td>7.3</td>
<td>m</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. Sailboat parameters
Fig. 1. Sailboat response function for a First 36.7 (a,b) and a J24 sailboat (c,d). In polar plots (a,c), the sailboat speed is displayed along the radial coordinate vs. TWA along the azimuthal coordinate, for various TWS values (blue lines). Note the different radial range for a) and c) panels. The magenta and black dashed lines with dots denote respectively the upwind and downwind optimal point of sail, based on VMG. In (b,d) panels the same information is plotted vs. TWS, for a selection of TWA’s from the corresponding (a,c) panels. Polar plot source data of the two sailboats are obtained from [19] and [20].

V. CASE STUDIES

In order to demonstrate the potential of the method described in Sect.II-IV, we consider two case studies in the Mediterranean Sea. One of them (Sect.V-A) is a route with prevailing downwind and the other one (Sect.V-B) with prevailing upwind sailing conditions. We note that, given the no-go zone and the limiting values for TWS in the polar plot of any sailboat, a route between assigned end-points may not exist for any departure time. In the present work, the FIFO condition of Sect.II-B is checked for at each time step of the forecast fields. It turns out that FIFO is always fulfilled in the cases considered. Also, the Velocity-Made-good to Course (VMC) is computed along the routes. VMC is defined as the projection of sailboat speed onto the instantaneous direction to the target mark. VMC is positive (negative) if the sailboat is approaching (going away from) the target. In the case studies below, both snapshots of the forecast fields with the cumulative route up to a given time $\Delta t$ since departure, and the full time evolution of selected fields along the route vs. $\Delta t$ are displayed.

A. Route: Toulon - Corsica

In this case, a First 36.7 is sailed downwind in presence of a Beaufort 7 westerly wind. From Fig.2(a-d) it is seen that the wind reaches gale intensity at about $\Delta t=9$ hrs and then falls. The algorithm is able to fully exploit such a dynamic information. In fact, the optimal route diverts northwards by several tens of nautical miles before getting to destination. The sequence of frames shows that, after gale intensity winds are skipped (a,b), the route approaches the rhumb line route at the time the gale withdraws southwards (c). Inspection of TWS experienced along the route (Fig.3a) reveals that jibing is required (Fig.3b) as TWS approaches the limit of 30 kts set by the polar plot (Fig.1b) for this specific boat. At those locations, the boat jibes at about TWA=160°, being close to the optimal downwind point of sail, according to the polar plot of Fig.1a. As a result, a speed close to top value 12 kts is sustained during this route. As seen from Fig.3c, it is also seen that the northbound diversion (peaking at $\Delta t=6.4$ hrs since departure) is paid at the highest price in terms of VMC, falling to less than 8 kts. However, for the given departure date and time, constraining a more limited northbound manoeuvring would lead to no route at all (not shown).
B. Route: Stromboli - Marina di Caronia

In this case, routes under prevailing upwind conditions are computed (Fig.4, Fig.5). Wind intensity is in the moderate to fresh breeze range (Beaufort 4-5). The geodetic route passes between Lipari and Salina, in the Eolie islands. The sea can be very deep in this portion of the Tyrrhenian Sea, but close to the shelf of Sicily, Fig.4e. The effect of using a J24 sailboat and forecast fields from respectively IFS 1/4°, IFS 1/8°, COSMO-ME 1/16° is compared in Fig.4a-c and Fig.5a-f. While both IFS model outputs lead to an optimal route passing through Salina and Filicudi and then northern of Alicudi, use of the COSMO-ME output leads to a route passing North of Filicudi. The first two routes (IFS forecast) require tacking at about \(\Delta t=6\) hrs and \(\Delta t=9\) hrs, experiencing even a negative VMC and cumulating a significant cross-track error in the close hauled phase. Afterwards, a broad reach phase is computed by the algorithm, see Fig.5a,b,d,e. The COSMO-ME route instead (Fig.4c) is completely upwind, implying just two tacking, and VMC\(<\) 0 for a more limited time period at about \(\Delta t=8.3\) hrs (Fig.5c). Mainly thanks to a stronger wind forecast for \(\Delta t\geq 13\) hrs (not shown), the COSMO-ME one is the fastest of the three routes, see Tab.II. If the COSMO-ME forecast is used in combination with a First 36.7 and not J24 polar plot, destination is reached after 4 tacking (though the latter 2, occurring at \(\Delta t=6.5\) hrs as the route approaches the coast of Sicily for the first time, are hardly noticed in the map of Fig.4d). Finally, if again a J24 and COSMO-ME are used, but the spatial domain for route optimization is constrained to the West as in Fig.4f, a geometrically shorter route is indeed computed, Tab.II. However, such a shorter route lasts nearly 9 minutes more than the unconstrained one in Fig.4c. At a speed of 6 kts, this means being still about 1 NM far from the finish line, as a competing boat sailing on the route resulting from the unconstrained algorithm wins the race.
Fig. 4. Route departing on March 29, 2015 at 15:00 UTC, displayed at the time step at which the target is reached. The route departure point is marked by a red star. A J34 sailboat and forecasts from IFS 1/4, IFS 1/6 and COSMO-ME 1/16 are employed respectively in panels (a,b,c). In panel (d) a First 36.7 and COSMO-ME 1/16 forecasts are used. Panel (e) displays the bathymetry of the domain. In panel (f), everything as in panel (c) but the western extent of the buffer zone for the route optimization.

Fig. 5. Each column contains information along the optimal route of Fig.4(a-c) respectively. In the upper row, TWA (red lines) and no-go-zone (blue dashed lines); in the lower row, sailboat speed (red lines), VMC (green lines), and sailboat top speed (blue dashed lines) are displayed.
TABLE II. ROUTE METRICS (I=IFS, C=COSMO-ME)

<table>
<thead>
<tr>
<th>Fig.</th>
<th>Class</th>
<th>Forecast</th>
<th>Length</th>
<th>Duration</th>
<th>Mean speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>[NM]</td>
<td>[Hours]</td>
<td>[Kts]</td>
</tr>
<tr>
<td>2-3</td>
<td>18</td>
<td>18.0</td>
<td>1.0</td>
<td>0.31</td>
<td>9.6</td>
</tr>
<tr>
<td>4a, 5a,b</td>
<td>J24</td>
<td>0.2</td>
<td>103.1</td>
<td>20.33:52</td>
<td>5.0</td>
</tr>
<tr>
<td>4b, 5c,d</td>
<td>J24</td>
<td>1/8</td>
<td>97.2</td>
<td>19.52:22</td>
<td>4.9</td>
</tr>
<tr>
<td>4c, 5c,f</td>
<td>J24</td>
<td>C16</td>
<td>85.1</td>
<td>16:26:21</td>
<td>5.2</td>
</tr>
<tr>
<td>4d</td>
<td>J24</td>
<td>C16</td>
<td>64.5</td>
<td>10:11:28</td>
<td>6.3</td>
</tr>
<tr>
<td>4f</td>
<td>J24</td>
<td>C16</td>
<td>82.5</td>
<td>16:35:16</td>
<td>5.0</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

A model for computing least-time routes for sailing boats in a dynamic environment has been developed. The existence of horizontal (coastline) as well as vertical (bathymetry) obstructions is kept into account. Wind forecast from different providers can be employed. Sailboat class can be adjusted by providing corresponding polar plot. The model is based on an exact optimization algorithm, not requiring subjective parameters or heuristic functions. Case studies show the capacity of the model to compute manoeuvres for coping with both upwind and downwind sailing conditions. It is not necessary to constraint the route to stay within a corridor. Even more, it is shown that setting such a constraint could be detrimental to the aim of minimizing sailing time. Sea currents are expected to play a role in presence of weak winds and in vicinity of strong oceanographic flows, and the routing model can be generalized to include them. Wave model outputs can provide a more realistic and spatially richer forcing than the one resulting from local wind only, and this is likely more demanding to be accounted for. The present choice of the spatial discretization imposes an angular resolution of 27°, which could be improved upon by redesigning the grid. The model is ready for embedding into operational ship routing system VISIR.
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